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World-first AI-enabled High Frequency Trading (HFT) Solution

1-Pager Abstract

We present the word-first AI-enabled HFT system, LightTrader, which integrates the custom AI

accelerators and the FPGA-based conventional HFT pipeline for the short-latency-high-
throughput trading solutions with a reduced query miss rate. For better utilization, adaptive

job scheduling methods are also proposed to further improve the performance, where layer-

wise workload scaling and dynamic voltage-frequency scaling (DVFS) techniques progressively
adjust the workloads of AI accelerators, in conjunction with the architecture support.
Using historical data from Chicago Mercantile Exchange (CME) as a validation test set,

LightTrader integrating TSMC 7nm tape-out accelerators solely achieves 6x speed-up of DNN
processing and 30-50x reduction of query miss rate without the scheduling method while the

scheduling scheme further improves the energy efficiency by 25% and reduces the query miss
rate by 2.4x.



HFT Craves Deep Learning with Breakthrough Technologies of  
Reducing Latency & Miss Rate, in the Extremely Strict Constraints

Introduction
Markets and Requirements

LightTrader makes it feasible to exploit the superb performance of DNN algorithms in HFT strategies, 
which have been impossible for conventional systems

Complicated market
data patterns

Unpredictable
profit opportunities

Burst of input query 
for AI processing



Heterogeneous HFT System on Board : FPGA + AI Accelerators

LightTrader Hardware
Board Overview
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Energy-efficient Companion AI Accelerators with Dynamic Workload Scaling  

LightTrader Hardware
AI Accelerator Architecture
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Prediction Horizon aware AI Task Scheduler 

LightTrader Algorithm
AI HW Scheduling

All samples are uniformly
distributed on tick index domain

Sample intervals are vastly
varies in time domain

Batched
samples

Time window before the 
prediction horizon

A long time is given 
for DNN processing

Only short time is given for 
DNN processing

Batched
samples

Time window before the 
prediction horizon



Miss Rate Reduction from the Intelligent Job Scheduling & DVFS 

Evaluation
Miss Rate Reduction Effect
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The reduced miss rate results in the higher profit



Efficient Power Control for Higher Throughput 

Evaluation
Power Efficiency
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The more efficient power utilization strategy achieves the higher profit



AI-enabled HFT Software Stack with RebelFlow

Software Stack
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The HFT software stack provides an end-
to-end solution to enable the low-latency 
finance AI model processing on the 
LightTrader hardware

The software stack includes
- Compiler
- DL Inference driver
- HFT pipeline driver
- User application interface

The PCIe Gen 4.0 x16 interface enables a 
real-time hardware control and monitor



Prototype System Integration for AI-based HFT Compute Node 

LightTrader System
Server-scale Integration 

Integrating eight board into a standard 4U rack 

form-factor, the proposed server-level solution 
extends the capability of the LightTraders up to 

- 128 TFLOPS / 512 TOPS

- 3.2 Tbps query processing throughput
- 10~100 us DL inference-based tick-to-trade latency
- only with 35x8 W card power
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